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Figure 17. Black dots: coherence as a function of Fourier frequency (inverse
of time-scale) between the two energy bands 0.3–1.0 (soft) and 1.0–4.0 keV
(hard). The blue line is the mean of the coherence of 1000 simulated light
curve pairs that have the same properties as the observed data. The dashed
lines represent the 95 per cent confidence levels. The frequency bins were
constructed so that the bin size is equal to 1.4 times the frequency value

and ∗ denotes the complex conjugate. The angled brackets indicates
the average over several light curves and/or frequency points.

The coherence takes a value of 1 if the two light curves are
perfectly coherent (for details on the meaning of coherence and
how it is calculated, see Vaughan & Nowak 1997; Nowak et al.
1999; Vaughan et al. 2003).

Fig. 17 shows the coherence function γ 2(f ) between the two
energy bands 0.3–1.0 (soft) and 1.0–4.0 keV (hard). To calculate
this, background-subtracted light curves were extracted in the two
bands, then divided into four segments of about 100-ks length each.
The Fourier transform of each segment was then taken and the
coherence and its errors were calculated following equation (8) in
Vaughan & Nowak (1997). The frequency bins were constructed so
that the bin size is equal to 1.4 times the frequency value. The figure
shows that the two light curves are highly coherent (∼1) for almost
all of the frequency range of interest. The coherence drops sharply
at ∼5 × 10−3 Hz where the noise starts to dominate.

To confirm this, we simulated 1000 light curve pairs (each repre-
senting the two energy bands), that have the same statistical prop-
erties as the observed data (see Section 5.3 on details about the
simulations). We followed the method of Timmer & Koenig (1995)
to generate red-noise light curves that have the same mean and
variance as the data, then applied Poisson noise and the same win-
dowing and binning functions as that used for the real data. The
simulated light curves are perfectly coherent and the only source
of deviation from 1 in the coherence function is due to Poisson
noise. As can be seen is Fig. 17, where the blue continuous line
is the median of the coherence measured from 1000 light curves,
the data are fully consistent with the simulated light curves, which
imply that the light curves of interest are high coherent up to ∼5 ×
10−3 Hz.

5.2 Time lags

Fig. 18 shows the time lag between the 0.3–1.0 and 1.0–4.0 keV
energy bands as a function of Fourier frequency (similar to fig. 3
in Fabian et al. 2009). A similar procedure to the coherence was
followed. The lag τ (f ) was calculated following Nowak et al. (1999)
with

τ (f ) = φ(f )
2πf

= arg[C(f )]
2πf

, (2)

where C(f ) is again the cross spectrum, and arg [C(f )] is the argu-
ment of the complex number C(f ). The sign convention here means
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Figure 18. Time lag as a function of Fourier frequency (inverse of time-
scale) between the two energy bands 0.3–1.0 (soft) and 1.0–4.0 keV (hard).
The frequency binning is similar to that of Fig. 17. A positive lag (mainly
below ∼5 × 10−4 Hz) indicates that the hard flux lags behind (i.e. changes
after) the soft flux.

that a positive lag indicates the soft flux changes before the hard
flux. The errors in the lag were calculated again following equa-
tion (16) in Nowak et al. (1999), and are investigated using Monte
Carlo simulations in Section 5.3.

The figure shows that below ∼5 × 10−4 Hz, the soft flux leads
the hard flux by about 150 s, the lag appears to turn over below
∼10−4 Hz. At ∼6 × 10−4 Hz, the lag turns negative, and variations
in the hard band now lead. However, above ∼5 × 10−3 Hz, the co-
herence in the light curves is lost (Fig. 17) and the lag is dominated
by Poisson noise. The shape of the lag function cannot be charac-
terized by a single power law as it is commonly done with other
sources (e.g. Papadakis, Nandra & Kazanas 2001; Vaughan et al.
2003; Arévalo et al. 2006). However, if fitted only to the range [2 ×
10−4–3 × 10−3] Hz, a power law gives a good description with the
best-fitting function being τ (f ) = 0.34f −0.77 − 87.

The lag measurements could be affected by artefacts and biases
in the Fourier calculations, and Poisson noise could also have a con-
tribution. To investigate the significance of the lag measurements,
the best procedure is to use Monte Carlo simulations, and that is the
topic of the following section.

5.3 Lag significance

The idea here is to generate light curves with the same statistical
properties as the data, and then impose a defined lag and see how
well it can be recovered.

The light curves were generated from red-noise power spectra
(PSD) following the method of Timmer & Koenig (1995). The PSD
of the data was calculated using light curves from the whole energy
band, and was fitted with a broken power law. The best-fitting model
had an index of 2.18 ± 0.09 at high frequencies breaking to 0.8 ± 0.5
at a frequency of f break = 1.4+0.9

−0.4 × 10−4 Hz (if the low-frequency
index is fixed at 1, the break is 1.6+0.4

−0.6 × 104 Hz). This best-fitting
model was used as the underlying PSD in generating the simulated
light curves. Using energy-resolved PSDs instead of the total PSD
does not change the results of the simulation.

1000 light curve pairs were generated in each experiment, where
for each light curve pair, a random realization of the Fourier
transform for one light curve was generated. The second light
curve Fourier transform was produced from this by adding a
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Figure 17. Black dots: coherence as a function of Fourier frequency (inverse
of time-scale) between the two energy bands 0.3–1.0 (soft) and 1.0–4.0 keV
(hard). The blue line is the mean of the coherence of 1000 simulated light
curve pairs that have the same properties as the observed data. The dashed
lines represent the 95 per cent confidence levels. The frequency bins were
constructed so that the bin size is equal to 1.4 times the frequency value

and ∗ denotes the complex conjugate. The angled brackets indicates
the average over several light curves and/or frequency points.

The coherence takes a value of 1 if the two light curves are
perfectly coherent (for details on the meaning of coherence and
how it is calculated, see Vaughan & Nowak 1997; Nowak et al.
1999; Vaughan et al. 2003).

Fig. 17 shows the coherence function γ 2(f ) between the two
energy bands 0.3–1.0 (soft) and 1.0–4.0 keV (hard). To calculate
this, background-subtracted light curves were extracted in the two
bands, then divided into four segments of about 100-ks length each.
The Fourier transform of each segment was then taken and the
coherence and its errors were calculated following equation (8) in
Vaughan & Nowak (1997). The frequency bins were constructed so
that the bin size is equal to 1.4 times the frequency value. The figure
shows that the two light curves are highly coherent (∼1) for almost
all of the frequency range of interest. The coherence drops sharply
at ∼5 × 10−3 Hz where the noise starts to dominate.

To confirm this, we simulated 1000 light curve pairs (each repre-
senting the two energy bands), that have the same statistical prop-
erties as the observed data (see Section 5.3 on details about the
simulations). We followed the method of Timmer & Koenig (1995)
to generate red-noise light curves that have the same mean and
variance as the data, then applied Poisson noise and the same win-
dowing and binning functions as that used for the real data. The
simulated light curves are perfectly coherent and the only source
of deviation from 1 in the coherence function is due to Poisson
noise. As can be seen is Fig. 17, where the blue continuous line
is the median of the coherence measured from 1000 light curves,
the data are fully consistent with the simulated light curves, which
imply that the light curves of interest are high coherent up to ∼5 ×
10−3 Hz.

5.2 Time lags

Fig. 18 shows the time lag between the 0.3–1.0 and 1.0–4.0 keV
energy bands as a function of Fourier frequency (similar to fig. 3
in Fabian et al. 2009). A similar procedure to the coherence was
followed. The lag τ (f ) was calculated following Nowak et al. (1999)
with

τ (f ) = φ(f )
2πf

= arg[C(f )]
2πf

, (2)

where C(f ) is again the cross spectrum, and arg [C(f )] is the argu-
ment of the complex number C(f ). The sign convention here means
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Figure 18. Time lag as a function of Fourier frequency (inverse of time-
scale) between the two energy bands 0.3–1.0 (soft) and 1.0–4.0 keV (hard).
The frequency binning is similar to that of Fig. 17. A positive lag (mainly
below ∼5 × 10−4 Hz) indicates that the hard flux lags behind (i.e. changes
after) the soft flux.

that a positive lag indicates the soft flux changes before the hard
flux. The errors in the lag were calculated again following equa-
tion (16) in Nowak et al. (1999), and are investigated using Monte
Carlo simulations in Section 5.3.

The figure shows that below ∼5 × 10−4 Hz, the soft flux leads
the hard flux by about 150 s, the lag appears to turn over below
∼10−4 Hz. At ∼6 × 10−4 Hz, the lag turns negative, and variations
in the hard band now lead. However, above ∼5 × 10−3 Hz, the co-
herence in the light curves is lost (Fig. 17) and the lag is dominated
by Poisson noise. The shape of the lag function cannot be charac-
terized by a single power law as it is commonly done with other
sources (e.g. Papadakis, Nandra & Kazanas 2001; Vaughan et al.
2003; Arévalo et al. 2006). However, if fitted only to the range [2 ×
10−4–3 × 10−3] Hz, a power law gives a good description with the
best-fitting function being τ (f ) = 0.34f −0.77 − 87.

The lag measurements could be affected by artefacts and biases
in the Fourier calculations, and Poisson noise could also have a con-
tribution. To investigate the significance of the lag measurements,
the best procedure is to use Monte Carlo simulations, and that is the
topic of the following section.

5.3 Lag significance

The idea here is to generate light curves with the same statistical
properties as the data, and then impose a defined lag and see how
well it can be recovered.

The light curves were generated from red-noise power spectra
(PSD) following the method of Timmer & Koenig (1995). The PSD
of the data was calculated using light curves from the whole energy
band, and was fitted with a broken power law. The best-fitting model
had an index of 2.18 ± 0.09 at high frequencies breaking to 0.8 ± 0.5
at a frequency of f break = 1.4+0.9

−0.4 × 10−4 Hz (if the low-frequency
index is fixed at 1, the break is 1.6+0.4

−0.6 × 104 Hz). This best-fitting
model was used as the underlying PSD in generating the simulated
light curves. Using energy-resolved PSDs instead of the total PSD
does not change the results of the simulation.

1000 light curve pairs were generated in each experiment, where
for each light curve pair, a random realization of the Fourier
transform for one light curve was generated. The second light
curve Fourier transform was produced from this by adding a
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Figure 17. Black dots: coherence as a function of Fourier frequency (inverse
of time-scale) between the two energy bands 0.3–1.0 (soft) and 1.0–4.0 keV
(hard). The blue line is the mean of the coherence of 1000 simulated light
curve pairs that have the same properties as the observed data. The dashed
lines represent the 95 per cent confidence levels. The frequency bins were
constructed so that the bin size is equal to 1.4 times the frequency value

and ∗ denotes the complex conjugate. The angled brackets indicates
the average over several light curves and/or frequency points.

The coherence takes a value of 1 if the two light curves are
perfectly coherent (for details on the meaning of coherence and
how it is calculated, see Vaughan & Nowak 1997; Nowak et al.
1999; Vaughan et al. 2003).

Fig. 17 shows the coherence function γ 2(f ) between the two
energy bands 0.3–1.0 (soft) and 1.0–4.0 keV (hard). To calculate
this, background-subtracted light curves were extracted in the two
bands, then divided into four segments of about 100-ks length each.
The Fourier transform of each segment was then taken and the
coherence and its errors were calculated following equation (8) in
Vaughan & Nowak (1997). The frequency bins were constructed so
that the bin size is equal to 1.4 times the frequency value. The figure
shows that the two light curves are highly coherent (∼1) for almost
all of the frequency range of interest. The coherence drops sharply
at ∼5 × 10−3 Hz where the noise starts to dominate.

To confirm this, we simulated 1000 light curve pairs (each repre-
senting the two energy bands), that have the same statistical prop-
erties as the observed data (see Section 5.3 on details about the
simulations). We followed the method of Timmer & Koenig (1995)
to generate red-noise light curves that have the same mean and
variance as the data, then applied Poisson noise and the same win-
dowing and binning functions as that used for the real data. The
simulated light curves are perfectly coherent and the only source
of deviation from 1 in the coherence function is due to Poisson
noise. As can be seen is Fig. 17, where the blue continuous line
is the median of the coherence measured from 1000 light curves,
the data are fully consistent with the simulated light curves, which
imply that the light curves of interest are high coherent up to ∼5 ×
10−3 Hz.

5.2 Time lags

Fig. 18 shows the time lag between the 0.3–1.0 and 1.0–4.0 keV
energy bands as a function of Fourier frequency (similar to fig. 3
in Fabian et al. 2009). A similar procedure to the coherence was
followed. The lag τ (f ) was calculated following Nowak et al. (1999)
with

τ (f ) = φ(f )
2πf

= arg[C(f )]
2πf

, (2)

where C(f ) is again the cross spectrum, and arg [C(f )] is the argu-
ment of the complex number C(f ). The sign convention here means
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Figure 18. Time lag as a function of Fourier frequency (inverse of time-
scale) between the two energy bands 0.3–1.0 (soft) and 1.0–4.0 keV (hard).
The frequency binning is similar to that of Fig. 17. A positive lag (mainly
below ∼5 × 10−4 Hz) indicates that the hard flux lags behind (i.e. changes
after) the soft flux.

that a positive lag indicates the soft flux changes before the hard
flux. The errors in the lag were calculated again following equa-
tion (16) in Nowak et al. (1999), and are investigated using Monte
Carlo simulations in Section 5.3.

The figure shows that below ∼5 × 10−4 Hz, the soft flux leads
the hard flux by about 150 s, the lag appears to turn over below
∼10−4 Hz. At ∼6 × 10−4 Hz, the lag turns negative, and variations
in the hard band now lead. However, above ∼5 × 10−3 Hz, the co-
herence in the light curves is lost (Fig. 17) and the lag is dominated
by Poisson noise. The shape of the lag function cannot be charac-
terized by a single power law as it is commonly done with other
sources (e.g. Papadakis, Nandra & Kazanas 2001; Vaughan et al.
2003; Arévalo et al. 2006). However, if fitted only to the range [2 ×
10−4–3 × 10−3] Hz, a power law gives a good description with the
best-fitting function being τ (f ) = 0.34f −0.77 − 87.

The lag measurements could be affected by artefacts and biases
in the Fourier calculations, and Poisson noise could also have a con-
tribution. To investigate the significance of the lag measurements,
the best procedure is to use Monte Carlo simulations, and that is the
topic of the following section.

5.3 Lag significance

The idea here is to generate light curves with the same statistical
properties as the data, and then impose a defined lag and see how
well it can be recovered.

The light curves were generated from red-noise power spectra
(PSD) following the method of Timmer & Koenig (1995). The PSD
of the data was calculated using light curves from the whole energy
band, and was fitted with a broken power law. The best-fitting model
had an index of 2.18 ± 0.09 at high frequencies breaking to 0.8 ± 0.5
at a frequency of f break = 1.4+0.9

−0.4 × 10−4 Hz (if the low-frequency
index is fixed at 1, the break is 1.6+0.4

−0.6 × 104 Hz). This best-fitting
model was used as the underlying PSD in generating the simulated
light curves. Using energy-resolved PSDs instead of the total PSD
does not change the results of the simulation.

1000 light curve pairs were generated in each experiment, where
for each light curve pair, a random realization of the Fourier
transform for one light curve was generated. The second light
curve Fourier transform was produced from this by adding a
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Figure 4. Lag-frequency spectra of sources with a detected soft/negative lag at > 2σ confidence level, in order of increasing mass (from top left to bottom

right).
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Figure 5. Examples of lag-frequency spectra of sources with a marginal negative lag at 1.8σ, 1.2σ, and < 1σ (from left to right).
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Figure 4. Negative lag frequency (νlag) vs MBH (left panel) and absolute amplitude (| τ |) vs MBH (right panel) trends (error bars represent the 1-σ confidence
interval). The lag frequencies and amplitudes are redshift-corrected. The best fit linear models (in log-log space) and the combined 1-σ error on the slope and
normalization are overplotted as continuous and dotted lines. The dashed lines in the right panel represent (from bottom to top) the light crossing time at 1rg,
2rg, and 6rg as a function of mass.

source has been estimated by rescaling the break frequency of
1H0707-495 (Zoghbi et al 2010) for the mass of the source,
according to the scaling relationship provided by McHardy et al
(2006), using the BH masses listed in Table 1, and discarding
the dependence on the mass accretion rate2. For the sources in
common, the estimated values are in agreement with results by
González-Martı́n & Vaughan (2012), and in most of the cases
the PSD high frequency break lies below the analysed frequency
range. It is worth noting that considering slightly different values
for the PSD parameters (e.g. a steeper high frequency PSD slope,
e.g. Vaughan et al 2011) does not change the results here.
Poisson noise contribution has been accounted for by adding
Gaussians to each simulated light curves, with variance equal to
the standard deviation of the mean count rate (the latter being
estimated from the best fit constant level of Poisson noise in the
PSDs). A zero-phase lag was imposed on each pair of simulated
light curves, meaning that every fluctuation in the resulting lag
frequency spectrum above and below the zero-lag level is due to
statistical noise. As previously mentioned, the effect of counting
noise is to produce a deviation of the coherence function from 1,
resulting in a drop to zero-value at high frequencies, where the
Poisson noise variability power dominates. This effect is repro-
duced in the simulated data by adding the proper level of Poisson
noise. However, the low-frequency modes can still be affected by
an extra intrinsic fraction of incoherent signal (e.g. in 1H0707-495,
Zoghbi et al 2010, and in REJ1034+396, Zoghbi & Fabian 2011,
this drop in coherence has been attributed to the transition between
two different variability processes). We accounted for it by adding
a fraction 1−γ2

I (ν) of uncorrelated signal to every pair of simulated
light curves, where γ2

I (ν) represents the frequency-dependent
fraction of intrinsic coherence as measured from the data.

2 Assuming a linear scaling of the break frequency with the mass accretion
rate (McHardy et al 2006), and using values tabulated in Ponti et al (2012)
for the bolometric luminosity, this approximation introduces a negligible
uncertainty, of a factor ∼ 2 − 3, on the estimated break frequency. The
latter uncertainty is even more negligible if the dependence of the break
frequency on the mass accretion rate is weaker, as argued by González-
Martı́n & Vaughan (2012).

The resulting simulated light curves were used to compute lag
frequency spectra, adopting the same sampling (e.g. duration
of each light curve segment, time resolution) and rebinning
(e.g. logarithmic rebinning factor of the lag spectrum, minimum
number of counts per bin) as in the real data. We then defined a
sliding-frequency window, containing the same number, Nw, of
consecutive frequency bins as those forming the observed negative
lag profile in the data (i.e. typically Nw=3). The figure of merit
χ =

√

∑

(τ/σtau)2 within the sliding window is computed at each
step and the maximum value recorded for all the simulated lag
frequency spectra. In this procedure the full-range of sampled
frequencies is swept, with the exception of those where the
measured coherence drops to zero as a consequence of Poisson
noise (this cut-off being around 10−3 − 10−2 Hz, see following
section). Since our aim is to estimate the probability of recovering
the observed lag profile only by chance, we registered the number
of times Nw-consecutive negative lag points are observed in the
simulated data with a figure of merit χ exceeding the real one. The
estimated significances for the 15 detected soft lags are reported (in
parentheses) in Table 1. In most of the sources we registered a mild
decrease of the inferred significances with respect to those obtained
with the standard statistical tests. Specifically, probabilities should
be multiplied by a factor ∼ 0.97 − 0.99, depending on the quality
of the data. However, the corrected values are still consistent with
lying above the adopted 2σ detection threshold.

3.3.2 Poisson noise

Counting noise gives an important contribution at high frequencies,
where the intrinsic variability power of the source decreases to
values comparable to the Poisson noise component. Poisson noise
adds to the signal as an incoherent component, whose phase (i.e.
the argument of the cross spectrum) is uniformly and randomly
distributed in the range [−π,+π]. When combined with the intrinsic
cross spectrum vector, this component increases the spread in
the phase. Fourier phase lags are limited to the range of values
[−π,+π], corresponding to the condition |τ| ! 1/2ν on the time
lag amplitude. The latter limits on τ have been marked in Fig. 1 as
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Figure 2. Left: A plot of the light curve section showing the
strong flare at the end of the first XMM-Newton light curve plotted
at different energies (energy increases down, and the x-axis has
been shifted to zero). The lines on top of each flare represent the
best fitted Gaussian model (see section 3.1.1). Right-top: The best
fit values for the peak of each Gaussian model from the left panel
(i.e. the lag of each flare compared to the 2–3 keV flare) plotted as
a function of energy. There is a clear feature at the 6–7 keV band.
Right-bottom: The best fit values for the width of each Gaussian
model from the left panel. The width of the flares also changes
with energy, and tracks the shape of an iron line similar to the
flare peak.

present a more general analysis using frequency-resolved
time lags.

3.1.1. Simple considerations

For a start, we consider a simple procedure to study the
lag as a function of energy. The light curves from the new
observations are plotted in Fig. 1. The top panel shows
the simultaneous SuzakuXIS (longest blue) and NuSTAR
light curves (orange), while the XMM-Newton EPIC-PN
light curve is plotted in the lower panel. The light curves
are characterized by high variability and strong flares.
It is known from a previous XMM-Newton observa-

tion (Zoghbi et al. 2013b) that the peak of the iron line
(∼ 6.4 keV) is delayed with respect to lower and higher
energies on time scales longer than ∼ 10ks. The simplest
test one can do is look for lags within flares of a particu-
lar time scale at different energies. Although most flares
contain multiple time scales (i.e. small scale flares on top
of a longer time scale trend), the single flare at the end
of the first XMM-Newton orbit (just below 105 s in Fig.
1-bottom) is particularly interesting. It appears mainly
as a ∼ 10 ks flare.
Fig. 2-left shows a zoom in of this flare from eight

energy bins between 2 and 10 keV in steps of 1 keV.
The flare in each energy band was fitted with a simple
Gaussian model to obtain a measure of the peak of the
flare. The best fitted Gaussian centroids and their widths
are plotted in Fig. 2-right. The best-fit Gaussian peaks
were shifted vertically with the same amount so that the
first point has zero lag. It is clear from the change of the
peak of the flare that the iron line lags the bands above
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Figure 3. Frequency-resolved time lags for MCG–5-23-16 com-
paring the peak of the iron K line to its wings from combined
analysis (first row) and from individual instruments (rows 2–4, as
labeled). The left column compares the 6–7 keV band to the 2–3
keV band (blue circles). The right column (orange triangles) com-
pares the 6–7 keV band to the 9–10 keV band (for XIS, we use
7–8 keV instead of 9–10 keV to obtain a better signal). We follow
the usual convention, where positive means hard lags, i.e. hard
band lagging soft band. The left column shows that the 6–7 keV
band lag bands below it (positive lag). The right column shows
that the 6–7 keV lags bands above it (negative lags). The different
rows show that this conclusion is consistent between the different
instruments used.

and below it. The shape of the ‘broad iron line feature’
is strikingly similar to that obtained from full Fourier
analysis of the previous observation (Zoghbi et al. 2013b)
despite the fact that it is extracted only from a single
flare. Fig. 2-right also shows the width of the flare as a
function of energy. Interestingly, this too has a broad-
line-like feature peaking at 6–7 keV.

3.1.2. Frequency-resolved time lags

The previous method does not take into account the
stochastic nature of the light curve. Therefore, in order
to study the lags in a systematic manner, using all the
available data, we explore the frequency-resolved time
lags. Although the XMM-Newton PN light curves are
evenly sampled, those from Suzaku and NuSTAR are not
due to Earth occultations. We use a maximum likeli-
hood method to take this into account by directly fit-
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Fig. 10 The lag-energy spectra overplotted for five of the published sources with Fe K lags.
The amplitude of the lag has been scaled such that the lag between 3–4 keV and 6–7 keV
match for all sources. The sources shown are: 1H0707-495 (blue), IRAS 13224-3809 (red),
Ark 564 (green), Mrk 335 (cyan) and PG 1244+026 (purple). While the shape of the Fe K
lag is similar in all these sources, the lags associated with the soft excess vary greatly.

3.1.3 Further evidence for reverberation

Confirmation of the reverberation picture came from examining the differences
in the lags at lower frequencies, where the ‘hard lag’ is observed (Zoghbi et al.
2011). As discussed above, the lag-energy spectrum at high frequencies shows
a clear signature of reflection in the iron K lag, however, as we probe lower
frequencies, the lag behaves in a very different way (See the low and high fre-
quency lag-energy spectra of Ark 564 in Fig. 11). At low frequencies, instead
of showing a downward trend, where the soft band is found to lag the contin-
uum, we see the opposite. The lag increases with energy, with no clear spectral
features. This is consistent with the hard lag found in black hole binaries, and
confirms our picture that the high-frequencies show lags caused by reflection,
while the hard lags are some separate process, unrelated to reflection. Further-
more, the hard lag has been found in NGC 6814, a source that is well described
by just an absorbed power law, with very little neutral reflection (Walton et al.
2013). As expected, there is no soft lag in this source, but there is still a hard
lag, suggesting that the hard lag is due to changes in the continuum, and not
by reflection.

We are now delving into a regime where we can begin to disentangle the
many contributions to the reverberation lag, i.e. we can isolate different light
paths, and thus map the geometry of the source and inner flow. In IRAS 13224-
3809, we find that the reverberation lag is dependent on flux, which changes
with the geometry of the corona (Kara et al. 2013b). At low-flux intervals,
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Fig. 11 The lag-energy spectrum of Ark-564 for low-frequencies (left) and the high fre-
quencies (right). The iron K reflection feature is found at high frequencies, while the
low-frequencies show a featureless lag, increasing with energy. This suggests that the low-
frequency lags are not due to reflection. See Section 3.2 on the origin of the hard lag.

where the corona is compact, we see a small amplitude lag at high frequencies
(Left panel, Fig. 12). At high fluxes, the frequency is lower due to the larger,
more extended corona, and the amplitude of the lag is greater because of the
longer light-travel time to the disc. Interestingly, the low-flux interval shows
a very clear Fe K line, while lag-structure from the high flux intervals cannot
be well constrained (Right panel, Fig. 12). Flux-dependent lags have also been
found in NGC 4051 (Alston et al. 2013), which shows that there is no ‘hard
lag’ when the X-ray source is sufficiently compact in the low-flux state.

The detectability of reverberation lags is based on three parameters: the
flux of the source, the amount of variablility, and the amount of data we have
available. In Table 1, we highlight the exposure, 2–10 keV flux and 2–10 keV
excess variance from 10 ks bins for the eight sources with Fe K lags. We com-
pare these sources with other variable AGN to illustrate the detectability of
reverberation lags. We compile a sample of variable AGN that are common
between the González-Mart́ın & Vaughan (2012) sample (which provides the
2–10 keV luminosity and the XMM-Newton exposure as of the date of sub-
mission), and the Ponti et al. (2012) sample (which provides the 2–10 keV
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where the corona is compact, we see a small amplitude lag at high frequencies
(Left panel, Fig. 12). At high fluxes, the frequency is lower due to the larger,
more extended corona, and the amplitude of the lag is greater because of the
longer light-travel time to the disc. Interestingly, the low-flux interval shows
a very clear Fe K line, while lag-structure from the high flux intervals cannot
be well constrained (Right panel, Fig. 12). Flux-dependent lags have also been
found in NGC 4051 (Alston et al. 2013), which shows that there is no ‘hard
lag’ when the X-ray source is sufficiently compact in the low-flux state.

The detectability of reverberation lags is based on three parameters: the
flux of the source, the amount of variablility, and the amount of data we have
available. In Table 1, we highlight the exposure, 2–10 keV flux and 2–10 keV
excess variance from 10 ks bins for the eight sources with Fe K lags. We com-
pare these sources with other variable AGN to illustrate the detectability of
reverberation lags. We compile a sample of variable AGN that are common
between the González-Mart́ın & Vaughan (2012) sample (which provides the
2–10 keV luminosity and the XMM-Newton exposure as of the date of sub-
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where the corona is compact, we see a small amplitude lag at high frequencies
(Left panel, Fig. 12). At high fluxes, the frequency is lower due to the larger,
more extended corona, and the amplitude of the lag is greater because of the
longer light-travel time to the disc. Interestingly, the low-flux interval shows
a very clear Fe K line, while lag-structure from the high flux intervals cannot
be well constrained (Right panel, Fig. 12). Flux-dependent lags have also been
found in NGC 4051 (Alston et al. 2013), which shows that there is no ‘hard
lag’ when the X-ray source is sufficiently compact in the low-flux state.

The detectability of reverberation lags is based on three parameters: the
flux of the source, the amount of variablility, and the amount of data we have
available. In Table 1, we highlight the exposure, 2–10 keV flux and 2–10 keV
excess variance from 10 ks bins for the eight sources with Fe K lags. We com-
pare these sources with other variable AGN to illustrate the detectability of
reverberation lags. We compile a sample of variable AGN that are common
between the González-Mart́ın & Vaughan (2012) sample (which provides the
2–10 keV luminosity and the XMM-Newton exposure as of the date of sub-
mission), and the Ponti et al. (2012) sample (which provides the 2–10 keV
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where the corona is compact, we see a small amplitude lag at high frequencies
(Left panel, Fig. 12). At high fluxes, the frequency is lower due to the larger,
more extended corona, and the amplitude of the lag is greater because of the
longer light-travel time to the disc. Interestingly, the low-flux interval shows
a very clear Fe K line, while lag-structure from the high flux intervals cannot
be well constrained (Right panel, Fig. 12). Flux-dependent lags have also been
found in NGC 4051 (Alston et al. 2013), which shows that there is no ‘hard
lag’ when the X-ray source is sufficiently compact in the low-flux state.

The detectability of reverberation lags is based on three parameters: the
flux of the source, the amount of variablility, and the amount of data we have
available. In Table 1, we highlight the exposure, 2–10 keV flux and 2–10 keV
excess variance from 10 ks bins for the eight sources with Fe K lags. We com-
pare these sources with other variable AGN to illustrate the detectability of
reverberation lags. We compile a sample of variable AGN that are common
between the González-Mart́ın & Vaughan (2012) sample (which provides the
2–10 keV luminosity and the XMM-Newton exposure as of the date of sub-
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Fig. 8 Top: A sample of 15 Seyfert galaxies with significant soft lag measurements. The
amplitude of the lag was found to scale with black hole mass, and suggested that the X-
ray emitting region was very close (within 10 rg) to the central black hole. Figure adapted
from De Marco et al. (2013). Bottom: The current sample of iron K lags plotted with the
corresponding black hole mass. The short amplitude lag found for both the iron K and soft
lags suggest that they originate from the same small emitting region.

The iron K lag is a powerful tool for understanding the geometry and
kinematics of the inner accretion flow, as it encodes spectral and timing in-
formation about the reflected emission (See Section 4 for more on modeling
the Fe K lags). Since the initial discovery in NGC 4151, iron K lags have been
found in eight sources, including the original reverberating source, 1H0707-
495 Kara et al. (2013c). Fig. 10 shows five of those sources, overplotted on the
same axis. As they all have different black hole masses (and therefore different
Fe K lag amplitudes), the lags have been scaled such that the lag between
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Fig. 10 The lag-energy spectra overplotted for five of the published sources with Fe K lags.
The amplitude of the lag has been scaled such that the lag between 3–4 keV and 6–7 keV
match for all sources. The sources shown are: 1H0707-495 (blue), IRAS 13224-3809 (red),
Ark 564 (green), Mrk 335 (cyan) and PG 1244+026 (purple). While the shape of the Fe K
lag is similar in all these sources, the lags associated with the soft excess vary greatly.

3.1.3 Further evidence for reverberation

Confirmation of the reverberation picture came from examining the differences
in the lags at lower frequencies, where the ‘hard lag’ is observed (Zoghbi et al.
2011). As discussed above, the lag-energy spectrum at high frequencies shows
a clear signature of reflection in the iron K lag, however, as we probe lower
frequencies, the lag behaves in a very different way (See the low and high fre-
quency lag-energy spectra of Ark 564 in Fig. 11). At low frequencies, instead
of showing a downward trend, where the soft band is found to lag the contin-
uum, we see the opposite. The lag increases with energy, with no clear spectral
features. This is consistent with the hard lag found in black hole binaries, and
confirms our picture that the high-frequencies show lags caused by reflection,
while the hard lags are some separate process, unrelated to reflection. Further-
more, the hard lag has been found in NGC 6814, a source that is well described
by just an absorbed power law, with very little neutral reflection (Walton et al.
2013). As expected, there is no soft lag in this source, but there is still a hard
lag, suggesting that the hard lag is due to changes in the continuum, and not
by reflection.

We are now delving into a regime where we can begin to disentangle the
many contributions to the reverberation lag, i.e. we can isolate different light
paths, and thus map the geometry of the source and inner flow. In IRAS 13224-
3809, we find that the reverberation lag is dependent on flux, which changes
with the geometry of the corona (Kara et al. 2013b). At low-flux intervals,
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Fig. 1. Cartoon respresentation of the accretion disc and black hole with the corona above. The strong gravity causes causes primary emission
from the corona to be bent down onto the disc. Backscattered and fluorescent and other secondary emission caused by irradiation of the
disc forms the reflection spectrum.

Fig. 2. The intrinsic reflection spectrum (dashed) is observed to be relativistically blurred (continuous line) by GR effects (from Ross & Fabian
2005).

Fig. 3. XMM-NuSTAR spectrum of SWIFT J2127 (Marinucci et al 2013) shown as a ratio to a power-law. Note that all aspects of the
reflection spectrum; the soft excess, the broad iron line and the Compton hump are seen here.
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ABSTRACT

We present a broad band spectral analysis of the joint XMM-Newton and NuSTAR ob-
servational campaign of the Narrow Line Seyfert 1 SWIFT J2127.4+5654, consisting of
300 ks performed during three XMM-Newton orbits. We detect a relativistic broadened
iron Kα line originating from the innermost regions of the accretion disc surrounding
the central black hole, from which we infer an intermediate spin of a=0.58+0.11

−0.17. The
intrinsic spectrum is steep (Γ = 2.08±0.01) as commonly found in Narrow Line Seyfert
1 galaxies, while the cutoff energy (Ec = 108+11

−10 keV) falls within the range observed
in Broad Line Seyfert 1 Galaxies. A hard lag is measured between the 3–5 keV and
5–8 keV bands, and if associated with reverberation off the inner accretion disc, the
lag amplitude suggests a source height within ∼ 10 rg. Such reverberation lags in
SWIFT J2127.4+5654 independently support an intermediate black hole spin and a
compact corona.

Key words: Galaxies: active - Galaxies: Seyfert - Galaxies: accretion - Individual:
SWIFT J2127.4+5654

⋆ E-mail: marinucci@fis.uniroma3.it (AM)

1 INTRODUCTION

According to the commonly accepted paradigm, luminous
Active Galactic Nuclei (AGN) are believed to host a super-
massive black hole at their center, surrounded by a geomet-
rically thin accretion disc. The nuclear hard power law con-
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Figure 6. Left panel: The frequency-dependent lag between 0.3–1 keV and 1–5 keV. A positive lag indicates that the hard band lags
behind the soft band. We see a hard lag at ν < 3.5× 10−5 Hz, and zero lag above that frequency. Poisson noise begins to dominate the
power spectrum at ν ∼ 5 × 10−4 Hz. (The blue hash shows the frequency range explored for the lag-energy spectrum in the left panel
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4 XMM-NEWTON LAGS

Finally, in addition to this broad-band spectral analysis, we
looked for time lags using the XMM-Newton observations.
The lags were computed using the standard Fourier tech-

nique, described in Nowak et al. (1999), where the phase lag
is found between the Fourier transform of two light curves.
The phase lag is converted into a frequency-dependent time
lag by dividing by 2πf , where f is the temporal frequency.

This technique has been used for many years to look at
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300 ks performed during three XMM-Newton orbits. We detect a relativistic broadened
iron Kα line originating from the innermost regions of the accretion disc surrounding
the central black hole, from which we infer an intermediate spin of a=0.58+0.11

−0.17. The
intrinsic spectrum is steep (Γ = 2.08±0.01) as commonly found in Narrow Line Seyfert
1 galaxies, while the cutoff energy (Ec = 108+11

−10 keV) falls within the range observed
in Broad Line Seyfert 1 Galaxies. A hard lag is measured between the 3–5 keV and
5–8 keV bands, and if associated with reverberation off the inner accretion disc, the
lag amplitude suggests a source height within ∼ 10 rg. Such reverberation lags in
SWIFT J2127.4+5654 independently support an intermediate black hole spin and a
compact corona.
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1 INTRODUCTION

According to the commonly accepted paradigm, luminous
Active Galactic Nuclei (AGN) are believed to host a super-
massive black hole at their center, surrounded by a geomet-
rically thin accretion disc. The nuclear hard power law con-
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1 INTRODUCTION

According to the commonly accepted paradigm, luminous
Active Galactic Nuclei (AGN) are believed to host a super-
massive black hole at their center, surrounded by a geomet-
rically thin accretion disc. The nuclear hard power law con-
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Figure 3. The high-frequency lag-energy spectra for SWIFT J2127.4+5654 using XMM-Newton (left) and NuSTAR (right). The lag
is calculated in the frequency range, ν = [0.4 − 4.5] × 10−4 Hz. The XMM-Newton lag-energy spectrum shows a sharp increase above
5 keV. The NuSTAR lag shows the same peak at 5–7 keV, and another peak at ∼ 20 keV, the energy of the Compton hump. To make
the comparison easier to see, both the XMM-Newton and NuSTAR lags have been scaled so that the lag at 4–5 keV is zero. While this
helps for a rough comparison, we note that the reference bands for the lags are not the same, and therefore a strict comparison of their
lag amplitudes cannot be made. See Section 3.3 for further discussion on the comparison of the XMM and NuSTAR lags.
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Figure 4. The low-frequency lag-energy spectra for SWIFT J2127.4+5654 using XMM-Newton (left) and NuSTAR (right). The lag is
calculated in the frequency range ν < 0.4 × 10−4 Hz. The lag appears to increase with energy in both the XMM and NuSTAR bands,
however, the NuSTAR low-frequency lag shows a peak at 7–8 keV. Again, the XMM and NuSTAR lags have been scaled so that the lag
at 4–5 keV is zero.

lag is defined such that the hard band light curve is delayed
with respect to the soft band. There is a clear positive lag
at frequencies ∼ [0.9 − 2] × 10−4 Hz. A positive hard lag
at these energies can either be an indication of an Fe K lag
or a featureless continuum lag, and so further study of the
lag-energy spectrum is required to understand the origin of
this lag.

At low frequencies below 9× 10−5 Hz, the lag switches
from positive to negative, indicating that on long timescales,
the soft band light curve lags behind the hard band. This
behavior is not typically seen in the lag-frequency spectrum
between 2–4 keV and 4–7 keV. Again, we will look at the

low-frequency lag-energy spectrum to investigate the lag fur-
ther.

We compute the coherence between the same two en-
ergy bands to check whether a reliable measurement of the
lag can be taken at these frequencies. The right panel of
Fig. 5 shows the frequency-dependent coherence between 2–
4 keV and 4–7 keV. The coherence calculates to what degree
one light curve is a simple linear transformation of the other
(Vaughan & Nowak 1997). A coherence of 1 indicates that
they are complete linear transforms of each other. The co-
herence must be high (though not necessarily 1) in order to
reliably measure the lag (Kara et al. 2013a). The coherence
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1 INTRODUCTION

According to the commonly accepted paradigm, luminous
Active Galactic Nuclei (AGN) are believed to host a super-
massive black hole at their center, surrounded by a geomet-
rically thin accretion disc. The nuclear hard power law con-
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Figure 3. The high-frequency lag-energy spectra for SWIFT J2127.4+5654 using XMM-Newton (left) and NuSTAR (right). The lag
is calculated in the frequency range, ν = [0.4 − 4.5] × 10−4 Hz. The XMM-Newton lag-energy spectrum shows a sharp increase above
5 keV. The NuSTAR lag shows the same peak at 5–7 keV, and another peak at ∼ 20 keV, the energy of the Compton hump. To make
the comparison easier to see, both the XMM-Newton and NuSTAR lags have been scaled so that the lag at 4–5 keV is zero. Due to lower
statistics at the highest energies in XMM-Newton, we cannot disentangle the lag at the blue wing of the line from the start of the rise
of the Compton hump, as is evident in NuSTAR. However, the lag results between the two instruments are consistent within error. See
Fig. 9 for further comparison of the XMM-Newton and NuSTAR lag-energy spectrum.
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Figure 4. The low-frequency lag-energy spectra for SWIFT J2127.4+5654 using XMM-Newton (left) and NuSTAR (right). Note the
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Again, the XMM-Newton and NuSTAR lags have been scaled so that the lag at 4–5 keV is zero.

detailed description of the XMM-Newton and NuSTAR data
reduction for SWIFT J2127.4+5654 can be found in Marin-
ucci et al. (2014), and for NGC 1365 in Walton et al. (2014).

2.2 Time lag measurements

The X-ray signals from accreting black holes are highly vari-
able (as seen in Figs. 1 and 2, which show the light curves of
SWIFT J2127.4+5654 and NGC 1365 in XMM-Newton and
NuSTAR). In AGN, the variability is observed on a range
of timescales from hours to days, and this fact allows us to

measure time delays between light curves of different ener-
gies. There are several approaches to measuring these time
delays, depending on the timescale one wants to probe and
the type of time signal available.

In this section we describe the two different techniques
implemented here for measuring time lags: the Fourier
technique and the maximum-likelihood technique. XMM-
Newton is in an elliptical orbit with a 48-hour orbital period.
This gives long, uninterrupted exposures, which are ideal
for the traditional Fourier techniques, where the lowest fre-
quency probed is the orbital frequency (1/orbital period).

c⃝ 2014 RAS, MNRAS 000, 1–13

Page 4 of 13

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



NuSTAR Lags

7

L
ag

 (
s)

−1000

0

1000

2000

Energy (keV)

10 100

Energy (keV)

10 100

Figure 7. Lag-energy spectra for MCG–5-23-16 using NuSTAR light curves. Left: Lag-energy spectra for lags averaged over a wide
frequency band covering 6 × 10−6 − 6 × 10−4 Hz. Right: Lag-energy spectra at two frequency bands. Blue circles are for the same
frequency band as the left panel. The orange squares are for frequencies 3× 10−5 − 6× 10−4 Hz. The central frequencies for the two bins
are: 6× 10−5 (blue circles) and 10−4 Hz (orange squares) respectively.

the lag-energy spectrum roughly traces the shape of the
iron K line itself. The measured shape for MCG–5-23-16
is clearly not a narrow line, indicating that relativistic
effects are important.
The analysis in section 3.1.1 shows that by simply com-

paring flares at different energies, we find that the peak
of a broad line lags energies below and above it. The
widths of the flare changes accordingly. In a reverbera-
tion picture, the widths should be narrowest for the en-
ergies where the primary continuum dominates, and in-
crease with increasing refection fraction. This is a simple
expectation of a reverberating signal, where the reflected
signal is a lagged, smeared, version of the irradiating sig-
nal, with the amount of smearing increasing with the size
of the reverberating region.
There is always a lag dilution factor caused by both

primary and reflected components contributing to the
energy bands of interest. The amount of dilution
depends on the shape of the photon spectrum (e.g.
Wilkins and Fabian 2013). Although the spectrum of the
source in the observations used here will be discussed in
detail in a separate work, the general shape is not very
different from that reported in Zoghbi et al. (2013b) for
the first XMM-Newton observation. The lags between
bands measured here are of order hundreds to thousands
seconds. The reflection fraction changes from ∼ 30% at
the peak of the relativistic line to ∼ 10 − 20% at the
wings. This gives reflection-to-primary lags of order a
few to several kilo-seconds. The light crossing time in
seconds at a distance r (in units of rg = GM/c2) from
a black hole is GMr/c3 = 50M7r where M7 is the black
hole mass in units of 107M⊙. The mass of MCG–5-23-16
is not known accurately, but it is of the order M7 ∼ 1−5
(e.g. Ponti et al. 2012). Therefore, a delay of a few kilo-
seconds between the primary and the reflection, to within
a factor accounting for the geometry, corresponds to a

few to a few tens of gravitational radii.
Interpreting the lag-energy spectra at different fre-

quencies starts with the assumption that there is a corre-
spondence between time-scale and emission region size.
Under this picture, different time-scales (i.e. temporal
frequencies) probe different emission region sizes. Com-
bining this with the fact that lag-energy spectra measure
the shape of the reflection component relative to the pri-
mary continuum that has a power-law shape, one can
hope to measure the shape of the relativistic iron line
emitted in different regions. The plot in Fig. 4 shows
this principle. The rest energy of the iron K line is 6.4
keV. The lag-energy spectrum at the lowest frequencies
is broad and peaks at this energy, while the spectrum at
higher frequencies peaks at lower energies. The line pro-
file of a relativistic line from an accretion disk is well
understood. Photons in the red wing of the line are
emitted deep in the black hole potential potential, and
they are emitted closer to the black hole.Photons emit-
ted further from the black hole on the other hand, have
a shallower black hole potential to escape and they are
observed closer to the rest energy of the line.
An important point to note from the energy and fre-

quency lag dependence is the fact that the red wing of
the lag profile is the same at all time scales, while the
core is more apparent at the longest time scales only,
as expected from Fe K reverberation. As described in
Cackett et al. 2014, the higher frequencies select against
the longest lags producing a cut-out region in the core of
the line that increases from low to high frequencies.
The lag magnitude at the rest energy of the line

changes from ∼ 700 seconds at long time scales to 0−200
seconds at the highest frequencies (Fig. 4). This factor
of ∼ 4 change in the lag corresponds to a factor of ∼ 7
change in time-scale (the difference in frequency between
the first and last bin in Fig. 4), which is consistent know-
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Figure 7. The low-frequency lag-energy spectra for Orbit 3 of NGC 1365 using XMM-Newton (left) and NuSTAR (right). The lag is
calculated in the frequency range ν < 0.7× 10−4 Hz. In the XMM band, the lag drops above 2 keV, and in the NuSTAR band, the lag
has large error bars, making it consistent with zero. This is different from the low-frequency behavior usually found in AGN with X-ray
time lags. Again, the XMM and NuSTAR lags have been scaled so that the lag at 3–4 keV is zero.

observations have about 30% more data than NuSTAR be-
cause of the orbital gaps. The exposure time also largely ex-
plains why we do not see a strong lag above 10 keV in NGC
1365, but we see it very clearly in SWIFT J2127.4+5654.
The lag in NGC 1365 was computed with 70 ks of ex-
posure, while the lag in SWIFT J2127.4+5654 was com-
puted with 300 ks. The size of the error bar scales as
√

(1/number of frequency bins). The longer the observa-
tion, the more the frequency bins, and so the error bar scales
with

√
exposure. However, this fact alone does not explain

the lag of signal above 10 keV in NGC 1365.

Fig. 8 shows the rms spectra of SWIFT J2127.4+5654
on the left and the third orbit of NGC 1365 on the right.
This is computed from 3-50 keV, using the NuSTAR data.

We see that the overall rms is greater in NGC 1365,
but that the rms drops dramatically above ∼ 13 keV. In
SWIFT J2127.4+5654, however, we see that he rms actu-
ally increases slightly above ∼ 13 keV. This explains why
above 10 keV in NGC 1365, we do not detect much of a lag,
while it is clear in SWIFT J2127.4+5654.

The reason for this drastic difference in rms above
10 keV is not well understood. It is possible that strong light
bending in NGC 1365 decreases the variability in the reflec-
tion component (Miniutti et al. 2003; Miniutti & Fabian
2004). And in SWIFT J2127.4+5654, which has been pro-
posed to have a higher source height or an intermediate spin,
there is less light bending, and therefore the variability is
high in both the continuum and reflection components.

c⃝ 2014 RAS, MNRAS 000, 1–11
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larger source likely being associated with the brighter phases. This

will be investigated in later work.

5 RAPID VARIABILITY AND THE SOFT LAG

The fractional RMS variability spectrum, computed according to

the prescription of Edelson et al (2002), is shown in Fig. 11. It re-

sembles that of many other sources in which reflection is present,

resembling a combination of variable power-law and reflection

components. The amplitude of the variability of the power-law

component needs to be greater than that of the reflection in order

that the broad Fe-K line appears inerted in this Figure.

Using the light curves of the four orbits, we compute the

Fourier phase lag between the hard and soft energy bands, fol-

lowing the technique described in (Nowak 1999). The background-

subtracted light curve segments range in length from 8.34× 105 s

to 1.24× 105 s with 10 s bins. The soft band is defined from 0.3

– 1 keV, where the soft-excess dominates the spectrum. The hard

band, 1.2 – 5 keV, is dominated by emission from the power law

continuum. From the Fourier transforms of the hard and soft band

light curves, S̃ and H̃ respectively, we compute their phase differ-

ence, φ( f ) = arg[⟨H̃∗S̃⟩], where ∗ denotes complex conjugate. We

convert this to a frequency-dependent time lag, τ( f )≡ φ( f )/2π f .

Using this sign convention, a negative lag means that the soft band

light curve lags behind the hard band.

The results are show in the lag-frequency spectrum in Fig. 12.

The hard flux lags behind the soft by hundreds of seconds at fre-

quencies less than ∼ 2× 10−4 Hz. At frequencies ν ∼ [3− 5]×
100 s. The light-crossing time of 2rg for a mass of 5× 106 M⊙ is

∼ 50 s, so a total lag of 100 s or so is reasonable.

6 DISCUSSION

IRAS 13224-3809 is remarkably similar in overall X-ray behaviour

to 1H 0707-495. The variability of IRAS 13224-3809 may be the

most extreme. We shall explore the behaviour of the source as a

function of time and flux in more detail in later work.

The X-ray spectra of both sources require high iron abundance

(AFe ∼ 10−20). In recent work, Wang et al. (2012) have presented

a strong correlation between metallicity, as measured by the Si IV

O IV ] / C IV ratio, and outflow strength in quasars, as obtained

via the blueshift and asymmetry index (BAI) of the C IV emission
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Figure 11. Fractional RMS variability spectrum using 500 s bins. .
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Figure 12. Lag-frequency spectrum for this 500 ks observation. The lag is

calculated between the soft energy band (0.3 – 1. keV) and the hard band

(1.2 – 4. keV). We adopt the convention that negative lag mean the soft

band lags behind the hard band. The most negative lag (at 3.4× 10−4 Hz)

is −92.1±30.7 s.

line. Their results indicate highly significant super–solar metallic-

ity (Z/Z⊙ ≥ 5) for quasars with BAI≥ 0.7. This results indicates

that metallicity likely plays an important role in the formation and

acceleration of quasar outflows as expected, for instance, if quasar

outflows are predominantly line–driven.

As mentioned above, both IRAS 13224–3809 and 1H 0707–

495 are characterised by extremely blueshifted C IV emission lines

with almost no contribution at rest wavelength. Their UV spec-

tra indicate that BAI≥ 0.9 in both sources, as shown in Fig. 13.

If the metallicity–BAI correlation of Wang et al. (2012) extends

or saturates above their largest observed BAI (∼ 0.76), one in-

fers that IRAS 13224–3809 and 1H 0707–495 are characterised by

Z/Z⊙ ≥ 8. A strong indication for super–solar metallicity in both

sources is consistent with the strong FeII lines in the optical spectra

and was also inferred by Leighly (2004) via photoionisation mod-

elling of the UV spectra.

A ∼ 100 s soft lag is detected, which is a direct prediction of

the reflection modelling used for the source. With the many other
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which have yet to be determined. The most important is perhaps the
implicit identification of the innermost radius of the reflector with
the ISCO. Computations suggest that the uncertainty here is small
and could be less than 0.5rg (Reynolds & Fabian 2008; Shafee et
al 2008). The work of Schnittmann et al (2012) emphasises that
emission from matter on plunge orbits is beamed mostly into the
black hole. We note that the requirement for a low ionization com-
ponent emphasises that the disc remains dense and thus thin within
the final gravitational radius.

4.2 Inferring the position and size of the power-law source

The break in the emissivity profile at only ∼ 2.1rg indicates that the
power-law source is close to the black hole, within a few gravita-
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1
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Energy (keV)

Figure 5. Ratio of observed spectrum to a model spectrum. The model con-
sists of a power-law, blackbody and two Laor broad lines which have been
are fitted to the data. The normalizations of the Laor lines have been set to
zero before displaying.

tional radii, and thus must be small and confined within that radius
(e.g. Wilkins & Fabian 2011, 2012).

Confirmation that the source is very close to the black hole
comes from the reflection fraction. This is the ratio of the reflection
components to the power-law component, normalized so that unity
corresponds to a reflector subtending 2π sr. This is not straightfor-
ward to calculate for a high Γ source since the REFLIONX model
does not tabulate the total flux, but only that above 0.1 keV (the
flux at lower energies is of course included in the computations).
We assess the reflection fraction by comparing the ratio of the am-
plitude of the Compton hump around 30 keV of the low ioniza-

c⃝ 0000 RAS, MNRAS 000, 000–000
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the intrinsic amplitude of the lag in the high flux sample is
indeed greater than the lag in the low flux.

4 DISCUSSIONS

(i) As shown in Fabian et al. (2012b), IRAS 13224-3809
exhibits frequency dependent lags where the hard band lags
the soft band at low frequencies below ∼ 2 × 10−4 Hz,
while the soft band lags the hard band at higher frequencies
(Fig. 1).

(ii) In this work, we take a step further and study the
flux-dependence of the observed lags. We find that the soft
lag has a larger amplitude and occurs on longer timescales
during high flux states than during low flux states (Fig. 3).

(iii) According to the lag interpretation presented by
Fabian et al. (2009), Zoghbi et al. (2010) and others, soft
lags are reverberation lags due to the light travel time
between the primary source and the inner accretion disc.
Therefore, the low flux state (smaller reverberation lags
at shorter timescales) refers to a compact emitting source
that is closer to the central black hole, while the high flux
state (bigger lag at longer timescales) refers to an extended
emitting region further from the black hole. Moreover, we
point out that a more compact corona will inevitably ir-
radiate smaller disc radii because of light bending (e.g.
Miniutti & Fabian 2004), thus providing a qualitatively self-
consistent explanation for both the higher frequency and
smaller amplitude of the soft lags during low flux states.

The spatial extent of the corona can be interpreted as an
increase in the height of the corona above the disc, or some
radial expansion of the corona, or some combination of the
two. An increase in the amplitude of the lag is easily un-
derstood for a vertically extended corona as the light travel
between the corona and the disc increases. For a radially ex-
tended source, one can imagine that the corona irradiates a
larger portion of the disc, causing a longer average lag. Some
complexities may arise with this interpretation because the
emissivity decreases greatly with larger disc radius, however
we cannot rule out a radially extended corona from the ob-
servations presented here. Both the lag amplitude and the
frequency change by a factor of ∼ 3.5 between low and high
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Figure 8. High-frequency lag-energy spectrum for the low flux
segments in IRAS 13224-3809 (red), overplotted with the high-
frequency lag-energy spectrum of 1H0707-495 (ν = [0.98−2.98]×
10−3 Hz) in blue.

fluxes, which could imply that the corona extends 3.5 times
further away in the high state than in the low.

The energy spectra of the low and high flux segments
(Fig. 5) agree with the interpretation of an extended corona.
The low flux sample shows a stronger contribution from
reflection. This is expected from a more compact corona,
where light bending effects close to the central black hole
cause a greater fraction of continuum emission to be directed
towards the disc. Spectral modelling of 1H0707-495 during
a low flux state in 2011 also shows a more compact corona
(Fabian et al. 2012a).

The spectral difference between low and high flux sam-
ples appears to be caused by a change in powerlaw flux, and
not from a change in reflection. Long timescale variations
in continuum that are decoupled from reflection have also
been observed in MCG-6-30-15 (Vaughan & Fabian 2004;
Miniutti et al. 2007), and explained within the framework
of strong light bending. We note that while the reflec-
tion spectrum appears unchanged on these long timescales,
the frequency-resolved covariance spectrum (as shown for
1H0707-495 in Kara et al. 2012) does show that reflection
varies with the continuum on short timescales.

4.1 Comparison with 1H0707-495

The lag analysis of IRAS 13224-3809 shows striking similari-
ties to the results found for 1H0707-495 using 1.3 Ms of data
(Kara et al. 2012). Fig. 7 shows the lag-frequency spectrum
of IRAS 13224-3809 overplotted with 1H0707-495 (note dif-
ferent y-axis scales). We find that IRAS 13224-3809 shows
same general positive-to-negative trend as seen in 1H0707-
495, just with a larger amplitude negative lag that occurs at
lower frequencies. The negative lag in 1H0707-495 is mea-
sured to be −31.9± 4.2 s at 1.33× 10−3 Hz, while the neg-
ative lag in IRAS 13224-3809 is a factor of ∼ 3.33 times
more (−92± 31 s) at a frequency that is ∼ 3.25 times lower
(4.1 × 10−4 Hz). Both the lag and the frequency change
roughly by a factor of 3.3. Assuming a simple mass scaling
relationship, this implies that IRAS 13224-3809 is 3.3 times
more massive that 1H0707-495. According to the mass scal-
ing trends in De Marco et al. (2012), the lags in IRAS 13224-

c⃝ 2012 RAS, MNRAS 000, 1–6



Understanding the X-ray variability

Intrinsic variability
 of the corona

Geometrical 
changes 

‣ Gravitational light bending 
(Miniutti+04)

‣ Coronal variability 
correlated with reflection



Understanding the X-ray variability

MCG-6-30-152 Kara et al.

old observation
new observation

no
rm

al
is

ed
 c

ou
nt

s 
s-1

 k
eV

-1

0.1

1

10

Energy (keV)

1 10

R
at

io

0.8

1

1.2

Energy (keV)

1 5 10

R
at

io

1

1.1

1.2

1.3

Energy (keV)

4 5 6 7 8

Figure 1. (Left:) The mean spectrum for the old observation in red and the new in blue. We maintain this color scheme for the old
and new observations throughout the paper. (Right: ) The ratio of the mean spectrum to a powerlaw model fit where the continuum
dominates from 1.9–2 keV and 7.5–10 keV. This avoids the warm absorption at soft energies, a calibration discepency at 2–2.5 keV, and
the broad Fe K emission line peaking at 6.4 keV. It is clear from this ratio plot that the red wing of the Fe K line is stronger in the old
observation than in the new. The plot inset shows a zoom in of the ratio from 4–8 keV. From this we see that the red wing of the Fe K
line is stronger in the old observation, but the blue wing (largely dependent on the disc inclination) is the same.
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Figure 2. The 0.3–10 keV light curves for the old observations taken in 2001 (top) and the new observations from 2013 (bottom). Both
show rapid variability, and are at roughly the same flux level. We will present the lag analysis for these two observations separately, as
there appears to be some non-stationarity between the observations.
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and new observations throughout the paper. (Right: ) The ratio of the mean spectrum to a powerlaw model fit where the continuum
dominates from 1.9–2 keV and 7.5–10 keV. This avoids the warm absorption at soft energies, a calibration discepency at 2–2.5 keV, and
the broad Fe K emission line peaking at 6.4 keV. It is clear from this ratio plot that the red wing of the Fe K line is stronger in the old
observation than in the new. The plot inset shows a zoom in of the ratio from 4–8 keV. From this we see that the red wing of the Fe K
line is stronger in the old observation, but the blue wing (largely dependent on the disc inclination) is the same.
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Figure 9. The lag-frequency spectrum between 0.3–1.6 keV and 1.6–5 keV (same as in Fig. 6), now probing higher frequencies. The old
observations are shown in red on the left, and the new are shown in blue on the right. The old observations (with more high-frequency
variability and higher coherence), shows a much ‘cleaner’ lag than the new observations, where a soft lag is tenuous. The old observations
show a clear double trough structure. We will explore these two frequency ranges, denoted (a) and (b), through their lag-energy spectra.
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Figure 10. The high-frequency lag-energy spectrum for frequency range (a) from [0.7−1.3]×10−3 Hz on the left, and for slightly higher
frequency range (b) from [1.7 − 3] × 10−3 Hz on the right. At such high frequencies we are close to the level of the noise, and so we
cannot put strong constraints on the shape of the lag-energy spectrum, but the overall shape is similar to what we see in NLS1s. There
is no clear Fe K lag, though there is an increase in both frequency bands above 3 keV

combined two frequency bins so that there were at least 10
frequency samples in the bin. Qualitatively, we see that the
overall normalisation of the new observation is less at all fre-
quencies (as evident from the covariance spectrum). At high
frequencies we are dominated by white noise. The slope is
similar between the two, but there are some differences in
the shape. The bottom panel of Fig. 8 shows the ratio of
the data to a simple power law model (with a power law
of index 0 to describe the white noise). We see from the

ratio plot that the new observation has a clear peak start-
ing at around 2–4 ×10−4 Hz, and possibly a second peak at
around 7 ×10−4 Hz. The new observation shows a clear peak
at 10−4 Hz, and a second peak at around 5–8 ×10−4 Hz.
From this ratio plot, if we assume a twice broken powerlaw
model for both the old and new observations, we fit a high-
frequency break at ∼ 7× 10−4 Hz in both observations, and
a low-frequency break at 3×10−4 Hz for the old observation
and 9×10−5 Hz for the new observation. The low-frequency
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Figure 10. The high-frequency lag-energy spectrum for frequency range (a) from [0.7−1.3]×10−3 Hz on the left, and for slightly higher
frequency range (b) from [1.7 − 3] × 10−3 Hz on the right. At such high frequencies we are close to the level of the noise, and so we
cannot put strong constraints on the shape of the lag-energy spectrum, but the overall shape is similar to what we see in NLS1s. There
is no clear Fe K lag, though there is an increase in both frequency bands above 3 keV

combined two frequency bins so that there were at least 10
frequency samples in the bin. Qualitatively, we see that the
overall normalisation of the new observation is less at all fre-
quencies (as evident from the covariance spectrum). At high
frequencies we are dominated by white noise. The slope is
similar between the two, but there are some differences in
the shape. The bottom panel of Fig. 8 shows the ratio of
the data to a simple power law model (with a power law
of index 0 to describe the white noise). We see from the

ratio plot that the new observation has a clear peak start-
ing at around 2–4 ×10−4 Hz, and possibly a second peak at
around 7 ×10−4 Hz. The new observation shows a clear peak
at 10−4 Hz, and a second peak at around 5–8 ×10−4 Hz.
From this ratio plot, if we assume a twice broken powerlaw
model for both the old and new observations, we fit a high-
frequency break at ∼ 7× 10−4 Hz in both observations, and
a low-frequency break at 3×10−4 Hz for the old observation
and 9×10−5 Hz for the new observation. The low-frequency
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(right). As in Fig. 3, the frequency increases from dark to light colors, as indicated in the key. The black spectra shows the time integrated
energy spectrum for comparison. The spectrum looks similar at all frequencies, but it is clear that there is less variability at all frequencies
in the new observation than the old. Also evident from the plots is that there is an excess of emission in the mean spectrum that is not
present at any of the frequency resolved spectra, indicating that the emission around the broad iron line is not varying at all frequencies
probed.
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Figure 5. The mean spectrum divided by the covariance spectra at the different frequencies, as shown in the previous figure. This is
essentially showing the spectrum that does not vary at each frequency range. Each frequency range shows that the Fe K line does not
vary at that particular frequency. There is clearly also a soft excess that is not varying at each frequency.

make it easier to compare with the lag that is also calcu-
lated just between the correlated variability). The covari-
ance spectrum is a measure of the absolute amplitude of
correlated variations in count rate as a function of energy
(Wilkinson & Uttley 2009). Furthermore, as the covariance
is measured in count rate, we can more easily compare it to
the mean energy spectrum.

We compute the covariance with respect to the full 0.3–
10 keV reference band (as with the coherence). Fig. 4 shows

the covariance for the same frequency ranges shown in Fig. 3.
The black spectrum on the top shows the mean spectrum
coarsely binned to the same binning as the covariance spec-
tra. The covariance spectra shown increase in frequency from
dark to light. For the covariance spectra and the mean spec-
trum we show the unfolded spectra to a powerlaw model
with index 0 and normalisation 1.

The first thing to notice is that the new observations on
the right have lower correlated variability at all frequencies
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present at any of the frequency resolved spectra, indicating that the emission around the broad iron line is not varying at all frequencies
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Figure 5. The mean spectrum divided by the covariance spectra at the different frequencies, as shown in the previous figure. This is
essentially showing the spectrum that does not vary at each frequency range. Each frequency range shows that the Fe K line does not
vary at that particular frequency. There is clearly also a soft excess that is not varying at each frequency.

make it easier to compare with the lag that is also calcu-
lated just between the correlated variability). The covari-
ance spectrum is a measure of the absolute amplitude of
correlated variations in count rate as a function of energy
(Wilkinson & Uttley 2009). Furthermore, as the covariance
is measured in count rate, we can more easily compare it to
the mean energy spectrum.

We compute the covariance with respect to the full 0.3–
10 keV reference band (as with the coherence). Fig. 4 shows

the covariance for the same frequency ranges shown in Fig. 3.
The black spectrum on the top shows the mean spectrum
coarsely binned to the same binning as the covariance spec-
tra. The covariance spectra shown increase in frequency from
dark to light. For the covariance spectra and the mean spec-
trum we show the unfolded spectra to a powerlaw model
with index 0 and normalisation 1.

The first thing to notice is that the new observations on
the right have lower correlated variability at all frequencies
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Question: What is causing these different variability mechanisms? 
Why does MCG-6-30-15 appear to show more geometrical changes than most? 
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Understanding the X-ray variability



Conclusions

• Reverberation offers a model-independent, orthogonal approach 
to spectral analyses, giving insights into:

• black hole spin
• extent of the corona
• variability mechanisms

• NuSTAR is probing a new energy band, revealing the 
reverberation lags associated with the Compton Hump

• Future work modeling the lags will help put constraints on the 
geometry and kinematics of the accretion flow

• See Uttley, Cackett, Fabian, Kara & Wilkins `14 for more…


