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Fig. 11 The lag-energy spectrum of Ark-564 for low-frequencies (left) and the high fre-
quencies (right). The iron K reflection feature is found at high frequencies, while the
low-frequencies show a featureless lag, increasing with energy. This suggests that the low-
frequency lags are not due to reflection. See Section 3.2 on the origin of the hard lag.

where the corona is compact, we see a small amplitude lag at high frequencies
(Left panel, Fig. 12). At high fluxes, the frequency is lower due to the larger,
more extended corona, and the amplitude of the lag is greater because of the
longer light-travel time to the disc. Interestingly, the low-flux interval shows
a very clear Fe K line, while lag-structure from the high flux intervals cannot
be well constrained (Right panel, Fig. 12). Flux-dependent lags have also been
found in NGC 4051 (Alston et al. 2013), which shows that there is no ‘hard
lag’ when the X-ray source is sufficiently compact in the low-flux state.

The detectability of reverberation lags is based on three parameters: the
flux of the source, the amount of variablility, and the amount of data we have
available. In Table 1, we highlight the exposure, 2–10 keV flux and 2–10 keV
excess variance from 10 ks bins for the eight sources with Fe K lags. We com-
pare these sources with other variable AGN to illustrate the detectability of
reverberation lags. We compile a sample of variable AGN that are common
between the González-Mart́ın & Vaughan (2012) sample (which provides the
2–10 keV luminosity and the XMM-Newton exposure as of the date of sub-
mission), and the Ponti et al. (2012) sample (which provides the 2–10 keV
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Fig. 10 The lag-energy spectra overplotted for five of the published sources with Fe K lags.
The amplitude of the lag has been scaled such that the lag between 3–4 keV and 6–7 keV
match for all sources. The sources shown are: 1H0707-495 (blue), IRAS 13224-3809 (red),
Ark 564 (green), Mrk 335 (cyan) and PG 1244+026 (purple). While the shape of the Fe K
lag is similar in all these sources, the lags associated with the soft excess vary greatly.

3.1.3 Further evidence for reverberation

Confirmation of the reverberation picture came from examining the differences
in the lags at lower frequencies, where the ‘hard lag’ is observed (Zoghbi et al.
2011). As discussed above, the lag-energy spectrum at high frequencies shows
a clear signature of reflection in the iron K lag, however, as we probe lower
frequencies, the lag behaves in a very different way (See the low and high fre-
quency lag-energy spectra of Ark 564 in Fig. 11). At low frequencies, instead
of showing a downward trend, where the soft band is found to lag the contin-
uum, we see the opposite. The lag increases with energy, with no clear spectral
features. This is consistent with the hard lag found in black hole binaries, and
confirms our picture that the high-frequencies show lags caused by reflection,
while the hard lags are some separate process, unrelated to reflection. Further-
more, the hard lag has been found in NGC 6814, a source that is well described
by just an absorbed power law, with very little neutral reflection (Walton et al.
2013). As expected, there is no soft lag in this source, but there is still a hard
lag, suggesting that the hard lag is due to changes in the continuum, and not
by reflection.

We are now delving into a regime where we can begin to disentangle the
many contributions to the reverberation lag, i.e. we can isolate different light
paths, and thus map the geometry of the source and inner flow. In IRAS 13224-
3809, we find that the reverberation lag is dependent on flux, which changes
with the geometry of the corona (Kara et al. 2013b). At low-flux intervals,

Uttley+14, adapted from EK+14

A Growing Sample of Reverberation
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Fig. 8 Top: A sample of 15 Seyfert galaxies with significant soft lag measurements. The
amplitude of the lag was found to scale with black hole mass, and suggested that the X-
ray emitting region was very close (within 10 rg) to the central black hole. Figure adapted
from De Marco et al. (2013). Bottom: The current sample of iron K lags plotted with the
corresponding black hole mass. The short amplitude lag found for both the iron K and soft
lags suggest that they originate from the same small emitting region.

The iron K lag is a powerful tool for understanding the geometry and
kinematics of the inner accretion flow, as it encodes spectral and timing in-
formation about the reflected emission (See Section 4 for more on modeling
the Fe K lags). Since the initial discovery in NGC 4151, iron K lags have been
found in eight sources, including the original reverberating source, 1H0707-
495 Kara et al. (2013c). Fig. 10 shows five of those sources, overplotted on the
same axis. As they all have different black hole masses (and therefore different
Fe K lag amplitudes), the lags have been scaled such that the lag between
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Figure 4. Negative lag frequency (νlag) vs MBH (left panel) and absolute amplitude (| τ |) vs MBH (right panel) trends (error bars represent the 1-σ confidence
interval). The lag frequencies and amplitudes are redshift-corrected. The best fit linear models (in log-log space) and the combined 1-σ error on the slope and
normalization are overplotted as continuous and dotted lines. The dashed lines in the right panel represent (from bottom to top) the light crossing time at 1rg,
2rg, and 6rg as a function of mass.

source has been estimated by rescaling the break frequency of
1H0707-495 (Zoghbi et al 2010) for the mass of the source,
according to the scaling relationship provided by McHardy et al
(2006), using the BH masses listed in Table 1, and discarding
the dependence on the mass accretion rate2. For the sources in
common, the estimated values are in agreement with results by
González-Martı́n & Vaughan (2012), and in most of the cases
the PSD high frequency break lies below the analysed frequency
range. It is worth noting that considering slightly different values
for the PSD parameters (e.g. a steeper high frequency PSD slope,
e.g. Vaughan et al 2011) does not change the results here.
Poisson noise contribution has been accounted for by adding
Gaussians to each simulated light curves, with variance equal to
the standard deviation of the mean count rate (the latter being
estimated from the best fit constant level of Poisson noise in the
PSDs). A zero-phase lag was imposed on each pair of simulated
light curves, meaning that every fluctuation in the resulting lag
frequency spectrum above and below the zero-lag level is due to
statistical noise. As previously mentioned, the effect of counting
noise is to produce a deviation of the coherence function from 1,
resulting in a drop to zero-value at high frequencies, where the
Poisson noise variability power dominates. This effect is repro-
duced in the simulated data by adding the proper level of Poisson
noise. However, the low-frequency modes can still be affected by
an extra intrinsic fraction of incoherent signal (e.g. in 1H0707-495,
Zoghbi et al 2010, and in REJ1034+396, Zoghbi & Fabian 2011,
this drop in coherence has been attributed to the transition between
two different variability processes). We accounted for it by adding
a fraction 1−γ2

I (ν) of uncorrelated signal to every pair of simulated
light curves, where γ2

I (ν) represents the frequency-dependent
fraction of intrinsic coherence as measured from the data.

2 Assuming a linear scaling of the break frequency with the mass accretion
rate (McHardy et al 2006), and using values tabulated in Ponti et al (2012)
for the bolometric luminosity, this approximation introduces a negligible
uncertainty, of a factor ∼ 2 − 3, on the estimated break frequency. The
latter uncertainty is even more negligible if the dependence of the break
frequency on the mass accretion rate is weaker, as argued by González-
Martı́n & Vaughan (2012).

The resulting simulated light curves were used to compute lag
frequency spectra, adopting the same sampling (e.g. duration
of each light curve segment, time resolution) and rebinning
(e.g. logarithmic rebinning factor of the lag spectrum, minimum
number of counts per bin) as in the real data. We then defined a
sliding-frequency window, containing the same number, Nw, of
consecutive frequency bins as those forming the observed negative
lag profile in the data (i.e. typically Nw=3). The figure of merit
χ =

√

∑

(τ/σtau)2 within the sliding window is computed at each
step and the maximum value recorded for all the simulated lag
frequency spectra. In this procedure the full-range of sampled
frequencies is swept, with the exception of those where the
measured coherence drops to zero as a consequence of Poisson
noise (this cut-off being around 10−3 − 10−2 Hz, see following
section). Since our aim is to estimate the probability of recovering
the observed lag profile only by chance, we registered the number
of times Nw-consecutive negative lag points are observed in the
simulated data with a figure of merit χ exceeding the real one. The
estimated significances for the 15 detected soft lags are reported (in
parentheses) in Table 1. In most of the sources we registered a mild
decrease of the inferred significances with respect to those obtained
with the standard statistical tests. Specifically, probabilities should
be multiplied by a factor ∼ 0.97 − 0.99, depending on the quality
of the data. However, the corrected values are still consistent with
lying above the adopted 2σ detection threshold.

3.3.2 Poisson noise

Counting noise gives an important contribution at high frequencies,
where the intrinsic variability power of the source decreases to
values comparable to the Poisson noise component. Poisson noise
adds to the signal as an incoherent component, whose phase (i.e.
the argument of the cross spectrum) is uniformly and randomly
distributed in the range [−π,+π]. When combined with the intrinsic
cross spectrum vector, this component increases the spread in
the phase. Fourier phase lags are limited to the range of values
[−π,+π], corresponding to the condition |τ| ! 1/2ν on the time
lag amplitude. The latter limits on τ have been marked in Fig. 1 as

Soft excess lag iron K lag

De Marco+13 EK+13
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A Global View
The Sample

• All public XMM-Newton 
observations of           
Seyfert Galaxies 

• Must be >40 ks exposure 

• Must have some 
variability…

González-Martín & Vaughan 12

O. González-Martín and S. Vaughan: X-ray variability of 104 active galactic nuclei

Appendix B: Catalogue of PSDs

Fig. B.1. PSDs best fits for the 0.2−10 keV band.

A80, page 23 of 57

A&A 544, A80 (2012)

Fig. B.1. continued.
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Figure 9. The lag-frequency spectrum between 0.3–1.6 keV and 1.6–5 keV (same as in Fig. 6), now probing higher frequencies. The old
observations are shown in red on the left, and the new are shown in blue on the right. The old observations (with more high-frequency
variability and higher coherence), shows a much ‘cleaner’ lag than the new observations, where a soft lag is tenuous. The old observations
show a clear double trough structure. We will explore these two frequency ranges, denoted (a) and (b), through their lag-energy spectra.
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Figure 10. The high-frequency lag-energy spectrum for frequency range (a) from [0.7−1.3]×10−3 Hz on the left, and for slightly higher
frequency range (b) from [1.7 − 3] × 10−3 Hz on the right. At such high frequencies we are close to the level of the noise, and so we
cannot put strong constraints on the shape of the lag-energy spectrum, but the overall shape is similar to what we see in NLS1s. There
is no clear Fe K lag, though there is an increase in both frequency bands above 3 keV

combined two frequency bins so that there were at least 10
frequency samples in the bin. Qualitatively, we see that the
overall normalisation of the new observation is less at all fre-
quencies (as evident from the covariance spectrum). At high
frequencies we are dominated by white noise. The slope is
similar between the two, but there are some differences in
the shape. The bottom panel of Fig. 8 shows the ratio of
the data to a simple power law model (with a power law
of index 0 to describe the white noise). We see from the

ratio plot that the new observation has a clear peak start-
ing at around 2–4 ×10−4 Hz, and possibly a second peak at
around 7 ×10−4 Hz. The new observation shows a clear peak
at 10−4 Hz, and a second peak at around 5–8 ×10−4 Hz.
From this ratio plot, if we assume a twice broken powerlaw
model for both the old and new observations, we fit a high-
frequency break at ∼ 7× 10−4 Hz in both observations, and
a low-frequency break at 3×10−4 Hz for the old observation
and 9×10−5 Hz for the new observation. The low-frequency

c⃝ 2014 RAS, MNRAS 000, 1–12
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Figure 10. The high-frequency lag-energy spectrum for frequency range (a) from [0.7−1.3]×10−3 Hz on the left, and for slightly higher
frequency range (b) from [1.7 − 3] × 10−3 Hz on the right. At such high frequencies we are close to the level of the noise, and so we
cannot put strong constraints on the shape of the lag-energy spectrum, but the overall shape is similar to what we see in NLS1s. There
is no clear Fe K lag, though there is an increase in both frequency bands above 3 keV

combined two frequency bins so that there were at least 10
frequency samples in the bin. Qualitatively, we see that the
overall normalisation of the new observation is less at all fre-
quencies (as evident from the covariance spectrum). At high
frequencies we are dominated by white noise. The slope is
similar between the two, but there are some differences in
the shape. The bottom panel of Fig. 8 shows the ratio of
the data to a simple power law model (with a power law
of index 0 to describe the white noise). We see from the

ratio plot that the new observation has a clear peak start-
ing at around 2–4 ×10−4 Hz, and possibly a second peak at
around 7 ×10−4 Hz. The new observation shows a clear peak
at 10−4 Hz, and a second peak at around 5–8 ×10−4 Hz.
From this ratio plot, if we assume a twice broken powerlaw
model for both the old and new observations, we fit a high-
frequency break at ∼ 7× 10−4 Hz in both observations, and
a low-frequency break at 3×10−4 Hz for the old observation
and 9×10−5 Hz for the new observation. The low-frequency
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(right). As in Fig. 3, the frequency increases from dark to light colors, as indicated in the key. The black spectra shows the time integrated
energy spectrum for comparison. The spectrum looks similar at all frequencies, but it is clear that there is less variability at all frequencies
in the new observation than the old. Also evident from the plots is that there is an excess of emission in the mean spectrum that is not
present at any of the frequency resolved spectra, indicating that the emission around the broad iron line is not varying at all frequencies
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Figure 5. The mean spectrum divided by the covariance spectra at the different frequencies, as shown in the previous figure. This is
essentially showing the spectrum that does not vary at each frequency range. Each frequency range shows that the Fe K line does not
vary at that particular frequency. There is clearly also a soft excess that is not varying at each frequency.

make it easier to compare with the lag that is also calcu-
lated just between the correlated variability). The covari-
ance spectrum is a measure of the absolute amplitude of
correlated variations in count rate as a function of energy
(Wilkinson & Uttley 2009). Furthermore, as the covariance
is measured in count rate, we can more easily compare it to
the mean energy spectrum.

We compute the covariance with respect to the full 0.3–
10 keV reference band (as with the coherence). Fig. 4 shows

the covariance for the same frequency ranges shown in Fig. 3.
The black spectrum on the top shows the mean spectrum
coarsely binned to the same binning as the covariance spec-
tra. The covariance spectra shown increase in frequency from
dark to light. For the covariance spectra and the mean spec-
trum we show the unfolded spectra to a powerlaw model
with index 0 and normalisation 1.

The first thing to notice is that the new observations on
the right have lower correlated variability at all frequencies

c⃝ 2014 RAS, MNRAS 000, 1–12
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(right). As in Fig. 3, the frequency increases from dark to light colors, as indicated in the key. The black spectra shows the time integrated
energy spectrum for comparison. The spectrum looks similar at all frequencies, but it is clear that there is less variability at all frequencies
in the new observation than the old. Also evident from the plots is that there is an excess of emission in the mean spectrum that is not
present at any of the frequency resolved spectra, indicating that the emission around the broad iron line is not varying at all frequencies
probed.
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Figure 5. The mean spectrum divided by the covariance spectra at the different frequencies, as shown in the previous figure. This is
essentially showing the spectrum that does not vary at each frequency range. Each frequency range shows that the Fe K line does not
vary at that particular frequency. There is clearly also a soft excess that is not varying at each frequency.

make it easier to compare with the lag that is also calcu-
lated just between the correlated variability). The covari-
ance spectrum is a measure of the absolute amplitude of
correlated variations in count rate as a function of energy
(Wilkinson & Uttley 2009). Furthermore, as the covariance
is measured in count rate, we can more easily compare it to
the mean energy spectrum.

We compute the covariance with respect to the full 0.3–
10 keV reference band (as with the coherence). Fig. 4 shows

the covariance for the same frequency ranges shown in Fig. 3.
The black spectrum on the top shows the mean spectrum
coarsely binned to the same binning as the covariance spec-
tra. The covariance spectra shown increase in frequency from
dark to light. For the covariance spectra and the mean spec-
trum we show the unfolded spectra to a powerlaw model
with index 0 and normalisation 1.

The first thing to notice is that the new observations on
the right have lower correlated variability at all frequencies

c⃝ 2014 RAS, MNRAS 000, 1–12

mean spectrum

covariance spectra:  
spectrum contributing to lags

uncorrelated and/or  
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not combine orbit 999–1003 data with earlier observations to avoid

problems with the change in energy response of the detector over

the four years between the observations. The data from orbit 265

produce high-quality σ rms spectra on their own, owing to the high

count rate of the source during that observation. We will fit the σ rms

spectra of orbit 265 independently, to compare with the behaviour

of the combined new data. Orbit 82 produced lower quality σ rms

spectra due to the relatively short exposure, so we will only use

these data for the comparison with single-orbit fits.

3.2 Error formulae for the frequency-resolved σ 2
NXS and σrms

spectra

X-ray light curves from AGN have the variability properties of a

stochastic red-noise process. This type of process produces PDS es-

timates distributed with a variance equal to the mean of the underly-

ing PDS function. The error on the variance measured in a frequency

range is normally estimated from the scatter of PDS estimates in the

corresponding frequency bin (e.g. Papadakis & Lawrence 1993).

If different energy bands are well correlated, their binned PDS es-

timates will also be well correlated and so the errors calculated

from the spread of PDS estimates will greatly overestimate the rela-

tive errors between different energy bands, when they are observed

simultaneously. This means that the noise nature of the light curves

produces a large uncertainty in the amplitude of the FR spectra, but

not in its shape.

For perfectly correlated energy bands, the only source of uncer-

tainty in their relative PDS estimates is the uncorrelated Poisson

noise in the light curves. Vaughan et al. (2003) calculated the error

expected for σ 2
NXS of a red-noise light curve affected by Poisson

noise (equation 11 in that paper), which is appropriate for the rela-

tive scatter in variance between different energy bands. This is only

a lower limit for the errors however, as the variability of different

energy bands is not completely coherent. We adapted the error for-

mulae of Vaughan et al. (2003) to produce errors for given frequency

ranges, rather than for the entire power spectrum, by replacing the

(unnormalized) variance due to Poisson noise, σ 2
err, by the fraction

of this variance contributed by a specific frequency range "f , i.e.

σ 2
err,"f = PNlev × "f × x̄2. The error formula for σ rms uses the error

on the σ 2
NXS and the conversion formula suggested by e.g. Poutanen,

Zdziarski & Ibragimov (2008). The resulting error formulae are

err(σ 2
NXS," f ) =

√

(

PNlev × " f
√

N ′

)2

+
2PNlev × " f σ 2

NXS," f

N ′
(5)

err(σrms," f ) =
√

σ 2
NXS," f + err

(

σ 2
NXS," f

)

− σrms,"f, (6)

where N ′ is the number of periodogram points in "f and σ 2
NXS," f

is the normalized PDS integrated over "f .

4 N O R M A L I Z E D E X C E S S VA R I A N C E

S P E C T R A

The σ 2
NXS spectra of the combined 999–1003 orbit data are shown in

Fig. 1 and the corresponding spectra of orbit 265 are shown in Fig. 2.

In both observations, separated by 4 yr, the source shows similar

energy and time-scale dependencies. The low-frequency component

has the largest amplitude as expected, given the 1/f shape of the

low-frequency PDS and the logarithmically broader frequency band

used for LF. This low-frequency component, plotted as a dotted

line, shows a smooth dip below ∼1 keV and above ∼5 keV, similar
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Figure 1. σ 2
NXS spectra of Mkn 766 calculated using the combined data of

orbits 999–1003. The low-frequency variability (10−5–10−4 Hz) is shown

in dotted lines, medium frequency (10−4–10−3.5 Hz) in solid lines and high

frequency (10−3.5–10−3 Hz) in dashed lines. The error bars account only

for Poisson noise in the light curves and were calculated with equation (5).
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Figure 2. Same as Fig. 1 but using data from orbit 265 only.

to the total fractional variability spectra of this and other NLS1s

(Vaughan & Fabian 2003). At high frequencies, however, the shape

of the σ 2
NXS is different, as shown by the dashed line in Figs 1

and 2. The HF normalized excess variance shows a stronger dip

at low energies while the high-energy dip is reduced or disappears

completely, within the observational uncertainties. Note that, for

each case, the LF and HF σ 2
NXS spectra have been normalized by

the same time-averaged energy spectrum (i.e. total count rate per

energy bin), so the difference in shape of the LF and HF spectra

reveals a time-scale dependence of the variable spectral component

only.

In the two-component interpretation of the main spectral variabil-

ity, the energy spectra contain two fixed-shape components which

vary in amplitude. If the two components vary independently, the

variance spectrum can be decomposed as

σ 2
NXS," f (E) =

σ 2
rms," f ,1(E) + σ 2

rms," f ,2(E)

(x̄1(E) + x̄2(E))2
, (7)
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> 976 keV at 1�. Fixing the cut-off to 300 keV significantly wors-
ens the fit, by ��2 = 79, for one additional degree of freedom.
While this is a very strong constraint, it ignores systematic error,
which is likely to be much larger than the statistical error.

The relativistic reflection model gives a similar quality fit to
the partial-covering model (�2/d.o.f. = 419/338 = 1.24), but
returns parameters indicating very little relativistic blurring. The
height of the lamp-post source is large, h = 35 rG, and the spin is
unconstrained. This indicates that the line is dominated by a narrow
core, as noted by previous authors citations. The high energy cut-
off is again very high, far outside the bandpass, which suggests.....

None of the three of the models presented in this section are
improved by the addition of a warm absorbing component, mod-
elled with XSTAR (Kallman & Bautista 2001), or an additional par-
tial covering neutral absorber.

3.2 Broad-band fits

We now extend the energy range to lower energies using the Swift
XRT spectrum. In Fig. 4 we show the combined XRT+NuSTAR
spectrum, over-plotted on the archival XMM-Newton EPIC-pn ob-
servations (). While the XRT spectrum is obviously of much lower
quality than the XMM-Newton spectra, it is sufficient to show the
broad spectral shape. It is clear from this figure that the same overall
spectral shape is present, however the XRT points below ⇠ 1.5 keV
are significantly lower in flux than would be expected, based on
the 2–10 keV flux. This suggests a change in the absorption of the
source, whether by an increase in the absorption by the warm ab-
sorber, or by the addition of a new absorber. Previous observations
of Mrk 766 have revealed occultations by intervening gas clouds
(Risaliti et al. 2011), and something similar may have caused the
flux drop seen in Swift.

3.3 NuSTAR timing

In Fig. 5 we show some sort of timing thing. It is most excellent.

4 DISCUSSION

Cut-off energy NuSTAR has in the past been able to constrain cut-
off energies far outside the bandpass for sources with relatively
simple spectra (Matt et al. 2015), although this may not be possible
with more complex sources (Parker et al., submitted).

Occultations? (Risaliti et al. 2011) Because we only have a
short exposure (⇠ 5 ks) in the soft band it is not possible to de-
termine whether the drop in low energy flux is caused by the same
type of short time-scale (⇠ 10s of ks) eclipsing event discovered
by Risaliti et al. (2011) or more long term variability. Either seems
plausible, as there has been a significant gap since the last observa-
tion of Mrk 766 by Suzaku in 2007.

Light-bending?

5 CONCLUSIONS

• We discovered all the things. Fuck yeah!
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Figure 1. NuSTAR FPMA light curve with 3 ks bins. The background light
curve is shown by the grey shaded region, and the time of the Swift XRT
exposure by the red shaded region.
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Figure 2. Combined NuSTAR FPMA and FPMB spectrum, fit with a power
law and Galactic absorption, and data/model ratio. The background spec-
trum is shown by the shaded region. Spectra are rebinned in XSPEC for
clarity.

3 RESULTS

3.1 NuSTAR fits

We initially fit the NuSTAR data alone. These data should be largely
unaffected by the absorption present at lower energies, so we can
test models for the high energy spectrum without worrying about
the results being affected. In Fig. 2 we show the NuSTAR spectrum,
fit with a power law (� = 2.05 ± 0.01). A hard excess is clearly
visible above 10 keV, along with an excess from 5–7 keV.

We test three simple models for the NuSTAR spectrum: par-
tially covering absorption, ionized reflection, and relativistically
blurred reflection. In all cases we include Galactic absorption of
1.89 ⇥ 1020 cm�2 (Willingale et al. 2013), modelled with TBABS
using the abundances of (Wilms, Allen & McCray 2000).

The partially covering absorption is modelled with ZPC-
FABS, and we allow two absorbers with different column
densities and covering fractions. The total model is then

pcfabs*pcfabs
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Figure 3. Data/model ratios of the fits of the three models to the NuSTAR
FPMA and FPMB spectra.

Table 1. Model parameters for the three models fit to the NuSTAR data
alone. For the RELXILLLP model, the spin parameter is unconstrained.

Parameter Value Description

ZPCFABS⇥ZPCFABS⇥POWERLAW
� 2.57± 0.04 Photon index
NH,1 (5.2± 0.3)⇥ 10

23 cm�2 Column density 1
fcov,1 0.50± 0.03 Covering fraction 1
NH,2 (5.0± 0.4)⇥ 10

24 cm�2 Column density 2
fcov,2 0.48± 0.02 Covering fraction 2
�2/d.o.f. 420/341

XILLVER
� 2.358± 0.007 Photon index
AFe 0.75± 0.05 Iron abundance
Ecut > 976 keV Cut-off energy
log(⇠ref) 1.11± 0.03 log(erg cm s�1) Ionization
R 1.31+0.16

�0.09 Reflection fraction
�2/d.o.f. 428/341

RELXILLLP
h 34.35 rG Source height
a - Spin
i 41.58 Inclination
�2/d.o.f. 419/338

TBABS⇥ZPCFABS⇥ZPCFABS⇥POWERLAW. This model gives a
reasonable fit to the data (�2/d.o.f. = 419.8/341 = 1.23, see
top panel of Fig. 3), but requires very high column densities.

Fitting the XILLVER ionized reflection model to the data re-
sults in a marginally worse fit (�2/d.o.f. = 428/341 = 1.26),
but still does a reasonable job of describing the data. We keep the
inclination parameter fixed at 30 degrees, but allow all other param-
eters to vary. The ionization parameter of the reflection spectrum is
consistent with being moderately ionized. The high energy cut-off
hits the limit of the model at 1000 keV and is constrained to be
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Conclusions

• Global study of time lags in Seyferts is ongoing 

• Reverberation (confirmed+tentative) found in 26/45 
sources 

• Most non-detections clearly due to lack of statistics, 
but two sources—MCG-6-30-15 and Mrk 766—have 
“should” show reverberation 

• Further evidence for light bending? 


